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I n this issue, Cui et al. (2018) show how the quantity and quality of user-generated Facebook data can be used to
enhance product forecasts. The intent of this note is to show how another type of user-generated content—customer

search data, specifically one obtained from Google Trends—can be used to reduce out-of-sample forecast errors. Based on
our work with an online retailer, we bolster Cui et al. (2018) result by showing that adding customer search data to time
series models improves out-of-sample forecast errors.
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1. Introduction

Cui et al. (2018) in this issue shows how user-
generated content, specifically user interactions on
Facebook, can be used to improve product forecasts.
Their social media-enhanced forecasting models
show a relative out-of-sample accuracy improve-
ments anywhere from 12.85% to 23.23%. The intent of
this note is to bolster the primary idea in Cui et al.
(2018) that user-generated content can be helpful in
improving product level forecasts. We have been
working with an online retailer of speciality food over
the last several years. Using operational data pro-
vided by the retailer, we explore how another form of
user-generated content—customer search queries—
can be used to enhance product forecasts. Specifically,
we use Google Trends data to incorporate customer
queries into our forecasting models.
Google Trends provides free and fine-grained

data on customer queries on search terms. It reports
the data as an index—the proportion of queries of a
particular search term as a fraction of total search in
a given geographic region or time frame. The addi-
tion of Google Trends’ queries to time series models
has shown to improve out-of-sample forecast errors
in a wide variety of contexts. They include predict-
ing economic parameters such as unemployment
and consumer sentiment (Choi and Varian 2009,
2012), GDP estimates (Castle et al. 2009), housing
(Limnios and You 2016), flu outbreaks (Ginsberg

et al. 2009), and financial markets (Dimpfl and Jank
2016). Boone et al. (2015) first posited that Google
searches improve in-sample forecasts but to the best
of our knowledge this note is the first to demon-
strate out-of-sample performance across multiple pro-
duct categories.
In our context, we study if the search volumes for

certain search terms improve the sales forecasts of
specific products. The premise is that search for a cer-
tain term in our context of online retail shows an
intent to explore and potentially buy the product. Our
data are from a speciality food retailer. Figure 1 shows
the logged Sales of stock keeping unit (SKU) A, a spe-
ciality food item bought and used as an appetizer.
The figure also plots the logged values of the search
trend indices for the terms “Antipasto” and “Hors
d’oeuvres” often used to describe this product. The
trends are reported on a 1–100 scale, where a value of
100 indicates peak popularity of a search term whereas
50 indicates that it is half of its peak value. The chart
shows how the sales of this SKU matches up with the
popularity of these two search terms. For example,
sales for SKU A peaks around the Thanksgiving sea-
son, about the same time when the searches for the
terms “Antipasto” and “Hors d’oeuvres” peak.
Can this query information be used to improve

forecast errors? Our results show that the addition of
Google Trends data decreases out-of-sample mean
absolute percentage errors (MAPE) anywhere from
2.2% to 7.7% for the SKUs we studied.
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In section 2, we detail our data, models, and com-
pare our baseline model with the Google trend-
enhanced model. In section 4 are some of our
conclusions.

2. Data and Models

We illustrate our models using data from a speciality
retailer of food and cookware. This retailer identifies
as a supplier of high quality speciality food items
and also stocks a wide variety of cookware. We were
given access to sales and pricing data for a number
of stock keeping units, ranging from speciality
meats, spices, cookware, wine and cheese. We chose
five SKUs, including SKU A, that had at least four
years of sales and pricing data. For customer query
data, we used Google Trends’ search index for speci-
fic search terms, publicly available from Google’s
web site.1 The query terms we use in this note are the
most likely candidates that may lead the customer to
the SKU as reported by the business owner. To esti-
mate and compare models, we divide the data into
training and testing sets. Training sets are all data
points prior to January 1, 2016. Data from 2016 and
onwards is used to test out-of-sample performance
of our models.

2.1. Models
For the base forecasting model, we use an ARIMA
(4,0,0) model. The dataset t = 1, . . ., T is divided into
the training set t = 1, . . ., tr and validation set
t = tr+1, . . ., tT. If St is the sales of any given SKU in
week t and pt is the price of the SKU in week t,

ln St ¼ K þ b0 ln pt þ
X4

j¼1

bj ln St�j þ b5DC þ �t ð1Þ

where K is a constant and et is the error. DC is a
dummy variable that captures the increased sales
during the Christmas season. b0 through b5 are
parameters that we are estimating.
To incorporate customer search data, we add the

Google query index to our model (the “trend” model
from now on).

ln St ¼ K þ b0 ln pt þ
X4

j¼1

bj ln St�j þ b5DC

þ
Xq

k¼1

b5þkG
k
t�1 þ �t ð2Þ

K and et as before are the constant and error terms.
Gk

t�1 is the search query index for the term Gk in
week t�1, k = 1, . . ., q.

Figure 1 Sales of SKU A vs. Google Trends [Color figure can be viewed at wileyonlinelibrary.com]
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Table 1 shows the estimates for both the base-
line and the trend model for SKU A. 169
weekly observations spanning October 7, 2013
through December 31, 2015 were used to esti-
mate both the models. Both models give consis-
tent results and the common coefficients are
similar. From the table, the search term Anti-
pasto is negatively associated with sales while
the term Hors d’oeuvres is positively associated
with Sales.

3. The Value of Search Query
Information

We use a one-step ahead forecast to evaluate the
models.2 To compute forecasts in week t, we use the
estimated parameters in Table 1 and observed values
in week t � 1. In-sample one-step-ahead forecasts
are generated using the training set (weekly values
in the range 10/7/2012–12/31/2015 (r = 169
observations) in the case of SKU A). One-step-ahead
out-of-sample forecasts are generated using the esti-
mated parameters in Table 1 and the observed values
from the testing set (1/1/2016–1/1/2017 (T � r = 52
observations) in the case of SKU A). In line with
prior literature on Google trends, we do not reesti-
mate the model each period (see Choi and Varian
2009). We compute the mean absolute deviation
(MAPE) as 1=N

PN
t¼1 jðlog Ŝt � logStÞj=logSt for both

the baseline and the trend models, where Ŝt is the
predicted sales in week t, and N is the number of
observations used.3

We use the metric from Cui et al. (2018), to gauge
the relative improvement of using the trend model:

ðBaseline MAPE� Trend MAPEÞ
Baseline MAPE

ð3Þ

For SKU A, the in-sample MAPE was 9.87% for the
baseline model and the trend model had an in-sample

MAPE of 9.7%. The out-of-sample MAPE for the base-
line model was 10.89% while the trend model yielded
a MAPE of 10.49%. Using Equation (3), this gives a
relative improvement of 3.67% when using the trend
model.
Figure 2 shows the Actual vs. the estimated values

for Sales for both models for out-of-sample values. It
also shows the MAPE for each week for both the
baseline and the trend model. The figure uses a bar
for the baseline MAPE and a line for the trend
MAPE to show the contrast. The trend model has a
smaller error 28 of the 52 observations (53.4% of the
time). We note here that 2 weeks in the out-of-
sample dataset (1st week of April and 1st week of
November) contribute a big part in the reduction of
MAPE for the trend model. On one hand, the
MEDAPE (median absolute percentage error) of out-
of-sample errors4 for the baseline model was 9.14%
while the trend model had a MEDAPE of 7.63% sug-
gesting that the median performance of the trend
model for SKU A was better than the baseline. On
the other hand, such outlying differences in the abso-
lute percentage errors could suggest that that the
trend model may be picking up certain micro-trends
from Google Trends resulting in a better prediction.
For example, from Figure 1, there is an uptick in
searches for the search term “Antipasto” and “Hors
d’oeuvres” on March 20, 2016. The trend model pre-
dicted the Sales to be relatively higher in the suc-
ceeding week (as it was) than the baseline model.
While we can only speculate if such short-term
trends actually impact sales and accompanying fore-
casting models, this remains a ripe area for future
research.
We used data from four other SKUs (B through E)

to compute the out-of-sample percentage improve-
ment in MAPE. Table 2 describes the SKU categories
and Google search terms used. SKUs A, D, & E had
weekly data available from 10/7/2012; SKU B had
data from 1/1/2012; and SKU C had weekly data
from 10/6/2013. In all cases, we used weeks prior to
2016 for estimation (the table identifies number of
weeks used for estimation) and the 52 observations in
2016 sales to test out-of-sample performance. The
results are fairly consistent, with improvements from
2.2% to 7.66%.

4. Conclusions

The primary intent of this note was to bolster the
result in Cui et al. (2018) that user-generated content
—in our case customer queries—can help reduce fore-
casting errors. Incorporating customer queries into
the sales and operations process (SOP) is intuitive and
relatively easy. We also echo much of what Cui et al.
(2018) say about operational efficiencies that can

Table 1 Estimates of Baseline and Trend models for SKU A

Baseline model Trend model

K 7.144429‡ 6.568145‡
ln pt(b0) �1.134831‡ �0.8237727†
ln St�1(b1) 0.4988018‡ 0.4661723‡
ln St�2(b2) 0.1523347† 0.1893845†
ln St�3(b3) �0.1565492†† �0.1440074††
ln St�4(b4) 0.0026355 �0.0022457
DC(b5) 0.4803484‡ 0.5744589†
GAntipasto
t�1 ðb6Þ �0.8570413‡

GHors d 0oeuvres
t�1 ðb7Þ 0.6692148††

Number of observations 169 169
Log likelihood �131.99 �128.69
Wald v2 89.69‡ 95.05‡

Note: p-values: ‡: ≤0.01; † ≤0.05; †† ≤0.10.
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accrue from incorporating such information—more
efficient pricing and promotion; and effective man-
agement of inventory and replenishment.
While intuitive, Google Trends can be challeng-

ing. First, it is not obvious how to choose search
terms. Terms that relate to the product (such as the
ones used in this note) are good starting points but
seemingly unrelated terms can have a lot of
explanatory power. The choice of terms that signal
an intent to buy is often a blend of trial and error
and manager intuition.5 Second, incorporating Goo-
gle Trends data into the SOP does requires a level
of “trust” in the trends data, at least for short-term
forecasts—without a clear knowledge of how Goo-
gle computes the query index, consistency of the
index over time is an issue. Finally, such “nowcast-
ing” models have short forecasting horizons while

supply chains are typically plagued by significantly
longer lead times. A further area of research is to
explore how such models can aid supply chain
planning in the longer-term.
In summary, whether it be Facebook interactions,

retweets, or customer queries, user-generated content
has a role to play in the SOP process. It gives planners
another source of input that can inform future
predictions.

Notes

1See http://www.google.com/trends.
2To evaluate forecast errors, we can use “dynamic” or
“static” predictions. Dynamic predictions proceeds by
only using known t ≤ tr information on sales (St) for form-
ing the basis of future predictions. So in period tr+L sales
data for period tr+L�1 are themselves forecasted. Since we
are using a contemporaneous independent variable Gk

t�1

we cannot use a true dynamic prediction since our model
assumes that any future value (or out of sample value) of
Gr+L�1 is known with certainty, so at best we can have is a
partially dynamic model. By contrast, Cui et al. (2018)
sidestep this issue by retraining their model based on
varying look ahead values L. Their method assures that
they are using information in a way consistent with what
the business owner would have, by using information in
period tr to predict sales in period tr+L. The most direct
comparison we can have to their model is by calculating
future sales, using a one-week-ahead static model. This

Table 2 Out-of-Sample MAPE Improvement for Selected SKUs

SKU Category
Search

terms used r/T � r
Improvement

(%)

A Appetizer Antipasto, Hors
d’oeuvres

169/52 3.65

B Cookware Williams Sonoma
coupon

209/52 7.66

C Wine/Cheese Gifts for colleagues 117/52 5.33
D Appetizer Stonewall kitchen 169/52 2.73
E Appetizer Sauce for shrimp 169/52 2.21

Figure 2 Sales of SKU A vs. Google Trends [Color figure can be viewed at wileyonlinelibrary.com]
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essentially uses information in period tr to calculate predic-
tions in period tr+1 and continues to do L = 1 predictions
until the end of the out of sample data.
3Since the time dimension of our data is one week (rather
than Cui et al.’s 1 day), our one period look-ahead model
has the most direct analog to Cui et al.’s L = 1 (1 period)
and L = 7 (1 week) models.
4We calculate the MEDAPE as simply the median value of
the absolute percentage errors in the validation dataset.
5We note that an interesting extension to our model in a
Google Trends context is to use machine learning tech-
niques to aid in the selection of most relevant search terms
for forecasting.
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